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Abstract 

The rising adoption of wireless technologies in the Industry 4.0, including the Industrial Internet of Things (IIoT), 
has stressed the need for traffic schedulability validation at system design-time. In this context, the demand-
based schedulability tests have recently been proposed in the literature. This work revisits two well-established 
techniques borrowed from the multi-processor scheduling theory, namely the demand-bound-function (DBF) and 
the forced-forward-demand-bound-function (FFDBF), and evaluates their performances when adapted to the field 
of wireless sensor-actuator networks. Simulation experiments when varying network configurations confirm the 
equal or better accuracy of FFDBF over DBF to estimate both network demand and schedulability. In future work, 
we aim at building upon these promising results in order to design novel admission control and adaptation 
strategies that improve network schedulability under varying workload conditions. 
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‡CISTER/ISEP, Politécnico do Porto, Portugal – {pmy, pss}isep.ipp.pt

Abstract—The rising adoption of wireless technologies in
the Industry 4.0, including the Industrial Internet of Things
(IIoT), has stressed the need for traffic schedulability vali-
dation at system design-time. In this context, the demand-
based schedulability tests have recently been proposed in the
literature. This work revisits two well-established techniques
borrowed from the multi-processor scheduling theory, namely the
demand-bound-function (DBF) and the forced-forward-demand-
bound-function (FFDBF), and evaluates their performances when
adapted to the field of wireless sensor-actuator networks. Simu-
lation experiments when varying network configurations confirm
the equal or better accuracy of FFDBF over DBF to estimate both
network demand and schedulability. In future work, we aim at
building upon these promising results in order to design novel
admission control and adaptation strategies that improve network
schedulability under varying workload conditions.

Index Terms—EDF, TDMA, TSCH, WirelessHART, WSAN

I. INTRODUCTION

In recent years, industrial communications have increas-

ingly adopted wireless sensor-actuator networks (WSANs) as

communication infrastructure for industrial automation and

process control [1], [2]. Industrial wireless standards based

on both time-synchronized channel hopping (TSCH) and cen-

tralized network management (e.g., WirelessHART, WIA-PA

and 6TiSCH) are currently among the most popular [3]. Both

are based on Time-Division Multiple-Access (TDMA) and

frequency-channel diversity, key features to provide real-time

and reliable communications.

In this class of systems we find network flows involved

in control loops, exchanging periodic time-sensitive packets

between controllers and sensors and actuators [4]. The esti-

mation of the schedulability of these flows, i.e., the ability to

fulfil all their timing constraints, is a long-standing concern in

industrial communications.

In this paper, we recall and compare the performance of two

demand-based schedulability tests discussed in [5], which are

based on the so-called demand-bound function (DBF) [6], [7],

and the forced-forward demand-bound function (FFDBF) [8].

Although equivalent studies have already been performed for

multi-processor platforms, to the best of our knowledge, this

is the first study of this kind in the context of industrial

WSANs. We confirm the dominance of FFDBF over DBF

since it is more accurate estimating network demand and thus

network schedulability, too. This dominance is validated with

simulation experiments using varying network configurations.

II. RELATED WORK

The schedulability analysis for real-time networks derives in

part from real-time CPU scheduling theory. For example, bor-

rowing techniques from multi-processor scheduling theory [9]

we can map the number of cores on the number of radio

channels and analyse the impact of channel contention and

transmission conflicts. The works in [5], [10]–[16] explicitly

express this mapping while proposing tailored schedulability

analyses for WSANs. The work in [15] firstly introduced in

this domain the idea of supply/demand-based analysis using

DBF. Then, Gaitán and Yomsi [5] demonstrated that for a

given assessment time interval this function may not consider

all the actual contributions to network demand, thus they

rather supported the adoption of FFDBF for a more accurate

estimation (Fig. 1).

Fig. 1. The cumulative demand estimation of DBF versus FF-DBF.

III. SYSTEM MODEL

This section revisits the network model and flow specifica-

tions detailed in [5]. We also introduce relevant notations and

parameters used in our performance evaluation.

A. Network Model

We model a WSAN as an undirected graph G = (V,E),
where the vertices V are the nodes and the edges E the

links between nodes. V implies a finite number of field

devices linked together in a multi-hop fashion and connected
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to the gateway through multiple access points (APs). The

gateway, in turn, enables the bidirectional communication with

entities outside the network, e.g., with the host application, the

network manager and/or the remote process controller (Fig. 2).

The network manager collects the topological information

and is responsible for both routing and scheduling functions.

The network assumes a multi-channel TDMA protocol with

global synchronization. The length of the time slot is assumed

fixed (to 10ms), and allowing exactly one transmission and one

acknowledgement within the slot. The multi-channel features

enable concurrent per-slot transmissions based on a random

channel hopping technique over a number of m IEEE 802.15.4

available channels. The radio transceivers are assumed as

omnidirectional and half-duplex, thus preventing simultaneous

transmission/reception operations.

B. Flow model

We denote F
def
= {f1, f2, . . . , fN} as the set of n network

flows to be transmitted from their respective source to their

respective destination by following an earliest-deadline-first

(EDF) scheduling policy [17]. Each flow fi (with i ∈ [1, n])
represents a periodic time-constrained end-to-end communi-

cation characterized by a 4-tuple (Ci, Di, Ti, φi). Ci is the

effective transmission time between source and destination,

Ti the period, Di its relative deadline, and φi the flow routing

path. These parameters are given with the interpretation that

each network flow fi releases a potentially infinite number

of transmissions. The kth of these instances (with k ≥ 1)

is denoted as fi,k and is released at the time ri,k such

that ri,k+1 − ri,k
def
= Ti. This transmission has to reach its

destination before its absolute deadline, i.e., di,k
def
= ri,k+Di.

Here, we assume that Di ≤ Ti, i.e., only a single transmission

of fi is being or can be transmitted at any time slot. In

addition, Ci is interpreted as the effective transmission time

a flow fi requires to be completely transmitted from source

to destination, when it does not suffer any interference from

other flows. The last parameter, φi, represents the actual route

of all transmissions issued from flow fi.

IV. PROBLEM FORMULATION

Given this setting, our objective is to assess the performance

of the two state-of-the-art supply/demand-bound based

schedulability tests for industrial WSANs. Here we reproduce

the analytical results from [5] and [15] concerning the

relationship between the (time) supply and demand of

network flows scheduled under EDF.

Fig. 2. Pictorial representation of an industrial WSAN.

Supply-Bound Function (SBF): is defined as the minimal

transmission capacity offered by a network within a given

time interval of length ℓ. The mathematical expression of this

definition for a network with m available channels is derived

from the work in [15] and reproduced here as follows:

sbf(0) = 0 ∧ ∀ℓ, k ≥ 0 : sbf(ℓ+ k)− sbf(ℓ) ≤ m×k (1)

Demand-Bound Function (DBF): is defined as the upper-

bound on the maximum possible demand of a flow fi in any

time interval of length ℓ. The mathematical expression for this

definition when considering a set of n network flows is derived

from the work in [15] and reproduced here as follows:

1

m

n
∑

i=1

max

{(⌊

ℓ−Di

Ti

⌋

+ 1

)

· Ci, 0

}

(2)

This equation is based on the multiprocessor DBF concept [7]

which consider that flows have all their transmissions (jobs)

completed within the time interval of length ℓ. Here, the

expression represents the upper-bound on the network demand

due to channel contention, which is equivalent to the con-

tention phenomenon in multiprocessors, i.e., flows cannot be

scheduled simultaneously on different processors/channels.

Unfortunately, and as pointed out in [11], this is not the

only source of scheduling interference in industrial WSANs.

The so-called transmission conflicts [11] caused by the effect

of multiple flows possibly encountering on a common node

should also be taken into account. Equation 3 expresses this

additional factor for a set of n network flows as follows:
n
∑

i,j=1

(

∆(ij)max

{⌈

ℓ

Ti

⌉

,

⌈

ℓ

Tj

⌉})

(3)

where ∆(ij) represents the total transmission conflicts be-

tween two flows fi and fj , and is calculated based on the

number of path overlaps shared between the flows [13], [15].

As a result, the total demand estimation for the network due

to the contributions of channel contention and transmission

conflicts can be obtained summing Eq. 2 and 3. The rela-

tionship between this result and the SBF led to the following

supply/demand-bound based schedulability test [15]:
∑

Fi∈F

DBF(Fi, ℓ) ≤ sbf(ℓ), ∀ℓ ≥ 0 (4)

Similarly to multiprocessor real-time scheduling, this DBF-

based test can be further refined considering the principles of

FFDBF instead. The dominance of FFDBF over DBF to estimate

the processor demand more accurately was already shown in

Fig. 1. In [5] we proposed to leverage this observation refining

the network demand estimation due to channel contention1.
The analytical expression proposed in [5] to better estimate

the contribution of a single flow fi is presented as follows:

FFDBF(Fi, ℓ)
def
= qiCi +











Ci if γi ≥ Di

Ci − (Di−γi) if Di > γi ≥ Di−Ci

0 otherwise

(5)

1Note that the contribution of transmission conflicts to network demand is
independent of the DBF and cannot be further improved by FFDBF.



where, qi
def
=

⌊

ℓ
Ti

⌋

and γi = ℓ mod Ti.

The consideration of a set of n flows in the network in any

time interval of length ℓ led to the upper-bound estimation of

network demand due to channel contention:

FFDBF(ℓ)Ch =
1

m

n
∑

i=1

FFDBF(Fi, ℓ) (6)

Consequently, the total demand estimation due to both

channel contention and transmission conflicts can be obtained

summing Eq. 6 and 3. The corresponding supply/demand-

bound based schedulability test is as follows:
∑

Fi∈F

FFDBF(Fi, ℓ) ≤ sbf(ℓ), ∀ℓ ≥ 0 (7)

V. PERFORMANCE EVALUATION

A. Simulation Setup

We assessed the performance of DBF and FFDBF based

tests using a synthetic generation of flow sets under varying

network configurations. We controlled the overall workload

of the network using a UUniFast-alike algorithm [18], i.e., a

method providing a set of n flows and a specified total target

utilization U , with random uniformly distributed individual

period and utilization. We set U allowing tolerance of ±20%
because of the particular restrictions of our system model. In

specific, we are constrained to have both transmission times

(Ci) and periods (Ti) as (positive) integers, thus limiting the

range of values that individual utilization factors can take, i.e.,

the ui = Ci/Ti. In our model, Ci is the effective transmission

time (in ms) a packet requires to travel an arbitrary path of

length |φi| (in number of hops). Then, since for each hop

only one per-slot transmission (of 10ms each) is permitted,

Ci always result in an integer value. In addition, Ci is further

restricted to be in the range of [1, N − 1] times slots, since

is N is the number of nodes (and the maximum number of

hops) in the network. Similarly, Ti is constrained as an integer

too, since we assume it as random harmonically generated in

the form of 2i time slots; a common assumption in industrial

networks (e.g., see [16]). Additionally, we assumed Ti as

significantly greater than Ci to favour fast and light generation

of ui factors. We also choose Ti in the range of [210, 212].
Moreover, and in order to offer a broader period range, we

also evaluate the case of random not-harmonic periods in the

same range (i.e., 1024 to 4096), but in this case allowing to

take any other integer value in between. Motivations for this

latter case can be found in recent literature [19].

Note that we use the length of the evaluation interval ∆ℓ as

Tmax, i.e. the maximum period of the flow set. The difference

between both random generations is that in the case of

harmonic periods, Tmax corresponds to the hyperperiod, i.e.,

the least-common-multiplier between all the flow set periods.

In addition, for the network demand estimation purposes, we

assume for all cases, constrained or implicit deadlines varying

in the range Di ∈ [0.6, 1.0]Ti

Finally, for the sake of simplicity we assume the network

adopts a tree routing (as in [16]). This corresponds to a worst-

case factor of ∆(ij) = 3 in our simulations.

B. Simulation Results

For each network configuration, we generated 100 random

test cases. Then, we reported the schedulability ratios using:

(i) random harmonically generated periods, and (ii) random

(not harmonic) generated periods.

(1) Varying number of flows (n). Figure 3 reports the impact

of varying the number of flows in the network in the range n ∈
[25, 35]. The sets were generated with a total target utilization

of U = 0.8± 20%, and evaluated under m = 10 channels.
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Fig. 3. n ∈ [25, 35].

(2) Varying utilization (U ). Figure 4 reports the impact

of varying the total target utilization in the range of U ∈
[0.55, 0.85] for a number of n = 30 simultaneous flows. The

sets were evaluated under a number of m = 5 channels.
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Fig. 4. U ∈ [0.55, 0.85].

(3) Varying number of nodes (N ). Figure 5 reports the im-

pact of varying the number of nodes in the range N ∈ [60, 90].
The test cases consider a workload of n = 30 flows with total

of utilization of U = 0.8 ± 20%. The network schedulability

was estimated using a number of m = 5 channels.
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(4) Varying number of channels (m). Figure 6 reports the

impact of varying the number of channels in the range m ∈
[1, 16]. The flow sets were generated considering a number of

N = 100 nodes in the network, under a workload of n = 30
flows with total of utilization of U = 0.6± 20%.
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Fig. 6. m ∈ [1, 16].

(5) Varying interval of evaluation (∆ℓ). Figure 7 reports

the impact of varying the length of the interval of evaluation

between the minimum and maximum periods in flow set, i.e.,

Ti ∈ [1024, 4096]. The evaluation was performed assuming a

network of N = 70 nodes, m = 16 available channels, and

n = 30 network flows of U = 0.7± 20% utilization.
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Fig. 7. ∆ℓ ∈ [1024, 4096].

Discussion. The variety of situations here evaluated offers a

broad picture of the real-time performance of both DBF and

FFDBF, an effort that had not yet been done in the context of

industrial WSANs. The difference between both techniques,

although minimal, it exists, and thus it is not to ignore in

industrial and/or safety-critical application domains. How to

exploit these results, e.g., as a valuable input for the design

of novel admission control and adaptation strategies, is part

of the aspects of this ongoing research not dealt with in this

work but which represent our primary objective.

VI. CONCLUSION & FUTURE WORK

This paper addressed the growing importance of WSANs

in industry and provided a comparative assessment of the

two state-of-the-art supply/demand-bound based schedulability

analysis, confirming the equal or better accuracy of FFDBF

over DBF under particular conditions. In future work, we aim

at building upon these results in order to design strategies that

improve the schedulability under varying workload conditions.
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